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ABSTRACT:  Effort regulation in fisheries can be achieved by direct “command and control” tools or via the markets with indirect measures.  Command and control ensures an outcome but there is an efficiency cost, since production is constrained by arbitrary means i.e. track record, not profitability.  This paper is concerned with the potential for market based regulation, which aims to ensure that reductions in effort occur in the least profitable sectors.  Specifically, the effect of fuel price regulation will be investigated with, data from the Scottish North Sea fleet is used and an effort function is approximated.  Estimation results however show that the effect of fuel price on effort is not highly significant and it is concluded that changes may affect boat distribution more than fishing time.  This outcome suggests that whilst fuel price has a direct impact on profits, the intra-annual response is constrained by other factors.  An inter-annual monthly comparison of the effect of fuel price on effort is then identified as the logical next step needed to further investigate this result.  This function shows that fuel price does have a negative effect on capacity.

INTRODUCTION:  Many stocks have now reached critically low levels after periods of long term decline (FAO 2000) and populations which where once resilient have become vulnerable due to over-fishing.  There is clearly a need for new regulatory policy to be investigated. Fisheries managers are charged with the task of harmonising two distinct objectives: profit maximisation and the maintenance of healthy stocks.  At their disposal are various policy measures, which can be used to manipulate both input and output factors.  Output control is necessary to insure that industry produces at the optimal level but there can be significant side effects if agents adapt in undesirable ways i.e. the race for fish.  Input controls are then used to maintain an economically efficient structure within the industry by regulating effort and suppressing the incentive to race. The term effort has been widely used to define the pressure placed on the stock per unit time and can be described by the quantity of inputs being used.

So regulation can control input and output, but it is also important to consider how the policy is applied because there is a difference between market based and command and control (C&C) techniques, see table 1.  The latter have traditionally been popular because of their simplicity whereas market based policy requires some insight into the production process or demand for the product.  The central problem with C&C is that it does nothing to improve industry efficiency and economists have long argued in favour of prescriptions that encourage innovation and allow the producer to adapt.  Market based techniques are the economists favourite because increased marginal cost of production force the least efficient producers to exit first.


Command and Control
Market Based Incentives

Input control
Closed seasons / areas, days absent quota
Fuel taxation

Output control
Total allowable catch (TAC)
Tradable quotas (ITQ’s)

Table 1. Different types of regulation

Market based initiatives may also be the most feasible option when managers need to restrict effort in the short term since governing by decree is often politically unacceptable.  Modern governments now find it easier to regulate many sections of society by more stealthy (market based) techniques.  A short run effort function will therefore be estimated to reveal the elasticity of substitution between the price of an input (fuel) and the number of days at sea (effort).  The results will then be used to interpret the potential for fuel taxation as a means of controlling the amount of effort fishermen apply within one year.  Also important is the inter-annual implication of fuel tax on fleet capacity, the long-term implications of such a policy are therefore analysed. 

BACKGROUND:  The theoretical justification for market based output controls have been discussed at length in the literature (Hanley et al 1997, Perman et al 1999, Conrad and Clarck 1987) but many empirical studies have been unable to substantiate these concepts.  Kirkley (1985) and Vestergaard (1998) predicted only marginal benefits would emerge from the introduction of ITQ’ systems and Squires (1991) showed that more problems would emerge in multi-species systems. 

Production function technology is an established method for investigating the effects of different inputs into the production process and understanding its internal structure, effort and investment functions have been used to a lesser extent. Gallastegui (1983) produced a bio-economic model to estimate optimal catch, effort and stock levels.  Bjorndal (1987) estimated output elasticities for a herring fishery.  He found the stock effect on harvest to be relatively low i.e. catch per unit effort (CPUE) is stable as stock declines, which is typical for schooling species, but that cost and output elastisities of effort are important determinants for optimal stock level.  He used a similar technique (1989) to assess the effectiveness of trip quotas and closed season restrictions, findings showed that whilst they may have been necessary to halt further stock depletion it reduced fishing efficiency by curtailing activity in it’s most effective period, alternative policies where therefore recommended.  Campbell (1990) has also applied this technique to investigate the efficiency of license limitation programmes which confirmed that restricted inputs should have high productivity coefficients and are not be easily substituted for.  In 1991 he considered Skipper skill, use of echo sounder, month, days absent and number of pots as inputs to the production process in a lobster fishery to measure the elasticity of substitution between restricted and unrestricted inputs.  The results suggest that the elasticities are below unity i.e. input controls would be effective. 
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REVIEW OF THE FISHERY:  This paper uses data on the Scottish fleet operating in ICES area IVa (N. North Sea) the most important fishing ground for the British fleet, in 1997.  Figure 1 breaks down the landed weight and value from areas IVa, area IV, area VI and for the entire Scottish fleet.  A stacked column format is used, there are two columns for each area (weight and value) which are themselves broken down into subdivisions for demersal, pelagic and shellfish species. 

The relative importance of area IVa is clear, it dominates Scottish landings form the North Sea and it is slightly more important than area VI (West coast) which is mainly a pelagic fishery.  The demersal industry is the most valuable in Scotland (see figure 2) at £168,329,000 (195,370 tonnes) as opposed to values of £21,444,000 in the pelagic fishery and £88,901,000 for shellfish.  
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Figure 2. Relative importance of demersal, pelagic and shellfish landings in terms of value

Boats operating in the North Sea are extremely flexible and are increasingly being constructed with multi-rigging capability, this means one boat can use multiple gear types including Seining, Otter trawling, Beam trawling and Nephrops trawling. Unfortunately data availability precluded the use of all but bottom otter and twin otter trawl data, this should not compromise the results since bottom otter trawling was by far the most significant activity (~65% of effort).  Furthermore since boats are so flexible the production process is likely to be similar in many physical aspects and the results should reflect this.  Indeed, with the exception of beam trawlers, the physical and behavioural characteristics of vessels involved in different activities display a high level of similarity.  Some basic cost statistics have been given (table 2) to highlight the relative importance of different overheads.  It can be seen that fuel cost is a significant variable expense for the owner and might therefore represent a good policy lever in terms of effort control.  A similar cost pattern was found for boats using other gear types. 

INPUT
AVERAGE COST (%INC)

COMMISSION

HARBOUT DUES

FUEL

FOOD AND STORES

OTHER EXPENSES
4.7

3.9

8.1

2.0

1.5

Table 2. Variable costs for as a % of total income, Fishermen’s Handbook (1997).

A SHORT RUN FUNCTION: The term effort refers to the amount of fishing being done but cannot be directly quantified; indirect measures are then needed and days absent is commonly the most appropriate (Campbell 1991).  The validity of this proxy is confirmed by the high level of correlation found between all alternative measures, i.e. days absent, time on fishing ground, time with nets down and because the determinants of effort are commonly used in fixed proportions (Bjorndal 1989).  The factors initially considered to influence days absent are seasonality, first sale prices, weather, price of fuel and general prices of other goods.  Seasonality is important because many species are migratory and hence not available year round, this can be accounted for by catch per unit effort (CPUE), a statistic commonly used to represent stock size in bio-economic models.  Fishermen are also sensitive to fish price fluctuations, they do not want to use up their quota when the price is low, first landing prices are therefore included.  Weather dictates the number of fishable days in a month and is especially important for small boats.  Daily sea state information was collated for the whole year, using the Douglas Sea State code, to produce a monthly variable representing the availability of fishing time in each month.  General retail price indexes affect the fisherman when he is stocking up for the trip because changes in the price of food and nets will affect profitability.  The affect of changes in fuel price is the focus of the study and appears in a separate fuel price index.  The effort function can be represented as:

Et = E (Dt, St, Xt, Rt, Pt)



 
 (1)

Et = Days absent from port, a proxy for effort

Dt = Fishable days per month, accounting for weather

St = Fish availability, represented by the CPUE

Xt = Price of fish, first sale prices

Rt = Retail price index (RPI), accounting for the price of other inputs 

Pt = Regulated input, a fuel price index

The function (1) is used in log form (2) to test the relevance of all potentially influential variables in the model, the results of which are given in table 5.

   ln Effort = ( + (1 ln Ii + (2 ln Fi + (3 ln Pi + (4 ln Ci+ (5 ln Di


(2)

Ii 
= Retail price index

FI 
= Fuel price index

Pi 
= Fish price index

Di 
= Days 

Ci 
= Catch per unit effort

The logs of all variables were used after finding the best way to minimise residual variance with a Box-Cox test.  The model produced a good fit but t-tests show that not all of the predictors are significant, some changes where then made.  Since the price of fish at market will depend on supply which is a function of CPUE the possibility that the fish price index and CPUE are better represented by a composite variable was then investigated.  This composite variable revenue per unit effort (Ri) given by CPUE and price it is significant and was accepted after comparing perfonmance of different forms.  There was some concern over the use of more than one price index; a general and specific RPI in the same model will introduce duplicate information on the price of fuel.  The retail price index was initially found to be significant and fuel price not but insignificant beta coefficients can be a sign of multicolinearity. The model was therefore tested without the lnI on the grounds that other goods should not have a significant impact on the decision function (accounting for <4% of costs).  With these changes the model statistics where not dramatically affected and all variables are significant, see (3) below.

Effort = ( + (2lnFi + (3lnRi + (5lnDi




(3)

Parameter
Coefficient
Asymptotic T value

ln F
0.537***
1.146

ln Ri
0.15819*
4.219

ln D
0.52632*
10.14

Constant
0.374
0.1953

R2 value: 0.6405

Durbin Watson Statistic: 1.6152

Table 3. Adjusted model results, significant at *1% ***20%.

The model was also tested with a lag variable (lag lnRi) to represent the effect of last month’s catch on fishing to the next.  This was not significant which may mean that the catch in one month does not determine effort in the next, i.e. Fishermen are likely to use historical knowledge of when fish are available rather than reacting to the presence of fish on a monthly basis.

Testing certain hypothesises in this case by restricting the model can develop more informative functional forms.  Initially this was done according to Mizon (1977) who used a structured decision framework this approach imposes logic to the development of the model a priori rather than making tests on an ad hoc basis.  However this approach did not work with the fisheries data and none of the restrictions applied could be accepted.

Another established estimation technique is the flexible translog that has been used in a number of fisheries papers (Bjorndal 1989, Campbell 1991).  The general equation is:

Ln days = a0 + a1 ln K + a2 ln L + a3 ln (K)2 + a4 (ln K)(ln L) a4 ln (L)2


(4)

In this form, if there are many more than two predictors the degrees of freedom are rapidly reduced by their squared and cross product terms.  A composite variable, income, was then created, accounting for the weather and RPUE, to reduce the number of terms.  This new variable is valid because it represents the total revenue available from fishing in each month, if all days could be fished, the new variable incentive is the financial (before cost) incentive to fish.

 lndays = a0 + a1 lnfuel + a2 lnins + a3 ln (fuel) 2 + a4 (lnfuel x lnins) a4 ln (ins) 2 

(5)

Parameter
Coefficient
Asymptotic T-value

Lnfuel
0.000
0.000

Lnins
5.320 *
11.44

ln (fuel)2
0.102 *
2.368

(lnfuel)(lnins)
-0.851 *
-2.845

ln (ins)2
0.343 ***
1.826

Constant
-1.723


R2 = 0.587

Durbin-Watson = 1.531

 Table 4. Translog coefficients, significant at * 1% *** 10%

The non-linear form given above is estimated by taking the square and cross products of the latter variables in advance. Two restrictions where then tested.  First to investigate the CES form using an F test by setting the coefficients on ln (fuel)2 and ln (rev)2 equal to half the coefficient of the cross-product term (ln fuel x ln rev), then the squared and cross product coefficients where set equal to zero to test the performance of the Cobb-Douglas form.  Both restrictions where accepted at the 5% level, the equation can then be treated as a Cobb-Douglas equation, which is generally expressed as:

Yi = (1 X2i (2 X3i (3 eui





(6)

Yi 
= days absent.

X2i  
= fuel price.

X3i 
= revenue available in the month.

U 
= stochastic disturbance term.

E 
= base of natural logarithm.

In this form the relationship between effort and the inputs is clearly non-linear, however a log transformation of the model gives (7):

ln Yi = ln (1 + (1 ln X2i + (1 ln X3i + uI



(7)

Parameter
Coefficient
Asymptotic T-value

ln fuel
0.71 ***
1.621

ln incentive
4.13 *
12.024

R2 = 0.563

Durbin-Watson = 1.456

Table 5. Coefficients in the Cobb Douglas form, significant at *1% ***10%.

The statistics given in table 5 present a few problems, the low R2 value suggests the model does not perform very well in general but most surprising is the positive value attached to the fuel price coefficient.  This result implies that effort in the North Sea increases as fuel price goes up, this seems counter intuitive.  At this stage though we must remember that fleet level data was used from a discrete sub-section of the area fished by the Scottish fleet.  In order to account for the fact that boats can fish in other waters the data set was filtered by removing all boats which where not present year round.  The new results are shown in table 6 where a negative lnfuel coefficient is found, implying that effort is reduced by 0.27% for a 1% increase in fuel price.

Parameter
Coefficient
Asymptotic T-value

ln fuel
-0.275
0.522

ln incentive
0.333 *
4.9

R2 = 0.7723

Durbin–Watson = 1.527

Table 6. Coefficients from subset of data, significant at *1%

A number of possible explanations could account for the changed result as the positive coefficient in Table 5 could be associated with: 

1. Seasonal activity of smaller boats who are only active for part of the year

2. Seasonal activity of large boats who move in and out of different areas

3. Boats changing their distribution according to fuel price, i.e. coming into area IVa from more distant waters.

Only the last argument would imply that fuel price has a significant impact on fleet behaviour, thus far it has been impossible to prove any of the above.

LONGRUN EFFECTS: Long run effects can include changes in the industries capital structure, an investment function using capacity as the dependent variable can be used to investigate this.  It is assumed the firms’ act to maximise net worth defined as the present value of all future net cash flows (Wallis 1985), which are clearly affected by fuel price.  The physical capacity of the fleet is a function of many things, boat characteristics such as engine power, gross tonnage, storage capacity technical equipment such as radar and sonar will all affect catching capacity.  As with effort the parameters describing capacity are generally produced in fixed proportions so that one can be used as a proxy for another.  For example there is a high level of correlation between engine power, boat length and tonnage for the Scottish fleet, this makes sense because boats are produced to roughly standard designs.  Tonnage is used here as a proxy for capacity.

Over the last two decades, capital structure of the industry has been heavily influenced by the CFP in an attempt to control effort though capacity. The structural changes in the UK’s fleet over the last decade have therefore not been in response to economic pressure as much as command and control style legislation.  Data was therefore collected on the variables given above for the years 1971 to 1982 which precede the introduction of the CFP and the extensive use of structural policy.  The independent factors used in the model include catch, value of capital, price of fuel and a retail price index, and can be represented as:

Ci = Ri + Vi + Fi





(9)

Ci 
= capacity of the fleet. 

Ri 
= Revenue (annual landed value), accounting for both price and quantity of catch.

Vi 
= Value of capital, given by a commercial interest rate.

Fi 
= Fuel price index.

Once again the log-log form of the model was accepted with a Box-Cox test, the regression results are shown below.

Parameter
Coefficient
Asymptotic T-value

lnFi
-0.044156 *
-9.6

lnVi
-0.00353  
-0.1436  

lnRi
0.0955 ****
1.591  

Constant
11.732 *
11.27  

R2 squared value: 0.9887  

Durbin-Watson Statistic: 2.542  

Table 7.  Results of long-term regression, significant at *1% ****20%.

The initial model is not satisfactory but does agree with anecdotal evidence (OECD annual reports) from the period regarding the failure of low interest rates to promote investment.  An F test confirmed that “interest rate” can be dropped form the model.  The restricted form is given by (10).

lnCi = lnRi + lnFi




 (10)

Parameter
Coefficient
Asymptotic T-value

log fuel
-0.44213*
-10.77

log value of landings
0.0958***
1.782

Constant
11.718*
12.61

R2 squared value: 0.9887

Durbin-Watson Statistic: 2.486  

Table 8.  Results of final long-run specification, significant at *1%, ***10%.

The results then imply that a 1% increase in fuel price would cause a reduction in capacity by around 0.44 percent.  This stability of this result was observed by the fact that it did not change when restricting the model from (9).  

DISSCUSION:  The results have raised several points worth discussion, for example the insignificance of the lnfuel variable in the short run model.  Fuel prices in 1997 however increased by only 4.5%, just marginally above the rate of inflation (3.1%).  The relative stability of this variable may have contributed to the insignificant result and it may be worth repeating the investigation over a different time span, lnfuel is expected to be more important with greater fuel price fluctuation. Indeed anecdotal evidence referring to the effect ofrecent fuel prices suggests that the industry would be much more responsive.  The effectiveness of such an input control may therefore be contingent on the profitability of the sector to start with. Significantly too, all the fuel price increases occurred between May and September before dropping off during the winter period, the trend in prices therefore matched the seasonal pattern of fishing.  Activity peaks in summer and is at it’s lowest between November and April for various reasons e.g. Cod spawning seasons (Tait 1972).

The use of an effort function may not be appropriate if days absent, or even effort, are not true variable inputs into the production process.  This may be the case if fishermen make decisions at the start of a year committing themselves to a certain number of days at sea in advance, i.e. by buying quota, taking on large capital debts or employing staff.  Under these circumstances days absent would be constrained a priori.  Furthermore the Cobb-Douglas form assumes a constant value of elasticity over the entire sample, this is unlikely to be the case across a wide range of fuel prices.  Model specification may also have been a problem; increases in the price of fuel may have reduced the amount of effort that would have occurred given price stability.  However with data from only one year the possibility of investigating the inter-annual effect across similar months could not be considered.  With information on days absent over a number of years the model would be better adapted to account for intra-annual seasonality in effort.

Another interesting point to consider is the change in sign observed in lnfuel when a sub-set of the data is considered.  This implies that not all boats are behaving in the same way and a number of possible reasons where suggested.  The theories cannot be adequately tested with data from this study, a full data set may be necessary to reach a conclusion.  As this is not available the best we can do is consider only those boats whose whole year can be accounted for, table 6, though this may introduce a data selection bias.

The long-term effect of fuel price was also investigated with data on capacity of the British fleet over 12 years from 1971 to 1982.  This period is advantageous as it precedes the CFP, but there are still forces which could not be accounted for in the model, i.e. rapid increases in construction costs may have been under-represented by the RPI.  Also significant was the use of landed values to represent the marginal efficiency of capital, this variable was not ideal since landed value is really a function of price and quantity.  The auction market dictates that price is determined by quantity and quantity in turn is given by quota allocation so value may not have that much to do with efficiency in the fleet.  However it is clear that fuel prices where having an effect on the industry.  Considerable anecdotal evidence points to the trend away from large distant water fishing towards a smaller inshore fleet which was a product of re-drawn national boundaries and the fuel cost associated with travel time.  The conclusion that a 1% increase in fuel price leads to a 0.44% reduction in tonnage suggests that, ceteris paribus, the 350% increase in price of fuel (that occurred over the 12 year period) would have reduced the tonnage of the British fleet by 154%.  This did not happen because other things where not equal and the value of fish increased because of inflation and reductions in supply.  The operating subsidies used intermittently throughout the period would also have persuaded some of owners to maintain their capital.

The possibility of controlling effort via the number of days at sea has been considered previously, in 1993 an entitlement to days at sea was introduced, effort was to be held at its 1991 level and then reduced in line with management targets.  However the European Court decided such direct intervention was not permissible and the scheme was never enforced.  This paper has considered achieving similar goals using the market to regulate activity but consideration must still be given to the political and social acceptability of the scheme.  Indirect taxation, especially fuel taxation, has been used extensively by successive governments in the UK, so in principal such a policy should be popular.  The approach is also less intrusive than command and control so its use would not pose a judicial problem.  The public on the other hand has reacted badly to high taxes on fuel caused by the so-called fuel tax “escalator” and events came to a head last year as prices increased dramatically.  

French fishermen were the first to protest and won fuel subsidies from their government but other industries soon followed, in Britain fishermen also led the demonstrations.  The use of subsidies however threatens to magnify the problems faced by fishermen in other European countries, as the comparative effect is in-fact akin to the imposition of a fuel tax in all EU countries except France.  This has revealed a serious flaw in the type of taxation proposed here.  Fish price is determined by auction and is very sensitive to supply.  UK fishermen cannot pass on the rising costs of production because even marginal price increases in the British market attracts increased supply.  Subsidised boats would have a competitive advantage in Europe’s free trade markets, causing profitability in other fleets to decline.  In extreme cases unsubsidised fleets will inevitably struggle and fishermen will start to leave the industry, with fewer efficient domestic firms left quotas will be sold overseas.  In effect, subsidies (or taxes) on the price of such an important input in one country could make it’s fleet appear more (or less) efficient, and lead to an international transfer of permits without significantly affecting effort. 

On the other hand there may be positive side effects, for example reduced pollution.  The emission of sulphur oxide in the North Sea is an issue of some concern and the EU has discussed the possibility of using low sulphur marine fuel.  The introduction of more expensive environmental fuels would increase costs to fishermen and have the same economic impact as a tax.  Another benefit might be caused by a proportional change in type of gear used.  Since fuel cost (as a percentage of income) is much higher for beam trawlers than any other gear type, increased fuel taxes should force the fleet to adapt away from this environmentally damaging technique (Lindeboom 1998).  The scale of environmental improvements caused by fuel taxation may go some way to justifying its use in the face of the aforementioned problems.

CONCLUSION:  The achievement of this paper was to show that fuel taxation under normal price conditions is not a viable means of short-term control.  However the limitations of the study have been outlined and suggestions made for its improvement to aid interpretation.  The difficulties encountered here, in theory and application, typify the problems of resource regulation in the short term.  Whilst capacity reduction has been accepted as the only long-term solution to fisheries problems, managers need to find an acceptable lever with which to fine tune effort in the interim.  There is no easy way of controlling effort, because direct controls resign the industry to efficiency losses and the effect of indirect taxation is limited by fishermen’s reactions.  This paper suggests that input controls might have adverse market effects if used by one country in isolation and that unless fuel price is maintained at its current high level, a tax on it would be ineffective.

REFERENCES

1. Bjorndal T. (1987) Production economies and optimal stock size in a North Atlantic fishery.  Scandinavian Journal of Econometrics.  Vol. 82 No. 2 pp 145 – 164. 

2. Bjorndal T. (1989) Production in a schooling fishery: the case of the North Sea Herring Fishery.  Land Economics Vol. 65 No. 1 pp 49 – 56.

3. Campbell H. F. (1991) Estimating the Elasticity of Substitution between restricted and unrestricted inputs in a regulated fishery: a probit approach.  Journal of environmental economics and management.  Vol. 20 pp 262 – 274. 

4. Fisheries Departments (1999) Rules for the management of the UK’s fisheries quotas in areas VI, VI & VII and associated areas 2000. http://www.scotland.gov.uk/fishquotas2000/
5. Gallastegui C. (1983) An economic analysis of Sardine fishing in the Gulf of Valencia (Spain).  Journal of environmental economics and management.  Vol. 10 pp 138 – 150.

6. Gujarati D. N. (1995) Basic Econometrics. Mcgraw-Hill international editions.

7. Hanley N. Shorgren J. F. & White B. (1997) Environmental Economics in theory and in practice.  Macmillan Press Ltd.

8. Kurlansky M. (1999) Cod a biography of a fish that changed the world.  Vintage.

9. Lindeboom H. J. de Groot S. J. (1998) The effects of different types of fisheries on the North and Irish Sea benthic eosystems.  EC impact report, Impact II, AIR2-CT94-1664.

10. Mizon G. E. (1977) inferential procedures in non-linear models: An application in a UK industrial cross section.  Econometrica.  Vol. 45 No. 4 pp1221 – 1242.

11. OECD (1969 – 1984) Review of fisheries in OECD countries.  Organisation for economic co-operation and economic development.

12. Perman R Ma Y. McGilvray J. Common M. (1999) Natural resource and environmental economics.  Longman Press.

13. SEAFISH (1997) Fisherman’s handbook.  Nautilus consultants.

14. Squires. D. Kirkley J. (1991) Production quota in multi-product pacific fisheries.  Journal of Environmental Economics and Fisheries.  Vol. 21 pp 109 – 126.

15. Squires D. & Kirkley J. (1995) Resource rents from single and multi-species individual transferable quota programmes.  ICES Journal of Marine Science.  Vol. 52 pp 153 – 164.

16. Tait R. V. (1972) Elements of Marine Ecology 2nd edition.  Butterworths.

17. Vestergaard N. (1998) ITQ’s in a Danish multi-species fishery: Policy analysis calibration of fisheries models and some short run results.  Proceedings of the 11th international conference of the international institute of fisheries economics, Tromso, Norway.

18. Wallis K. (1985) Topics in applied Econometrics. 2nd edition.  Basil Blackwell Oxford.




� EMBED Excel.Sheet.8  ���





� EMBED Excel.Sheet.8  ���




















1
2

[image: image3.wmf]0

50000

100000

150000

200000

250000

300000

350000

400000

Area IV a

weight (tons)

Area Iva value

(£000s)

Area IV weight

(tons)

Area IV value

(£000s)

Area VI weight

(tons)

Area VI value

(£000s)

All areas

weight (tons)

All areas value

(£000s)

Landings by fishery

Shellfish

Pelagic

Demersal

[image: image4.wmf]Relative Value of Fisheries

Demersal

60%

Pelagic

8%

Shellfish

32%

_1050410571.xls
Sheet: Chart3

Sheet: Sheet1

Sheet: Sheet2

Sheet: Sheet3

Demersal

Pelagic

Shellfish

168329.0

21444.0

88901.0

Demersal

Pelagic

shellfish

ICES area

Northern North Sea IV a

Total North Sea IV

Total W Scotland VI a/VI b

Total

All areas

Demersal

Pelagic

Shellfish

Area IV a weight (tons)

Area Iva value (£000s)

Area IV weight (tons)

Area IV value (£000s)

Area VI weight (tons)

Area VI value (£000s)

All areas weight (tons)

All areas value (£000s)

Demersal

Pelagic

Shellfish

fishery

value (£000's)

Demersal

168329.0

Pelagic

21444.0

Shellfish

88901.0

ICES area

Northern North Sea IV a

Total North Sea IV

Total W Scotland VI a/VI b

Totalall areas

Demersal

Pelagic

Shellfish

IVa

North Sea

VI

Total

Demersal

Pelagic

Shellfish


_1050410362.xls
Sheet: Chart2

Sheet: Sheet1

Sheet: Sheet2

Sheet: Sheet3

Area IV a weight (tons)

Area IV a weight (tons)

Area IV a weight (tons)

Area Iva value (£000s)

Area Iva value (£000s)

Area Iva value (£000s)

Area IV weight (tons)

Area IV weight (tons)

Area IV weight (tons)

Area IV value (£000s)

Area IV value (£000s)

Area IV value (£000s)

Area VI weight (tons)

Area VI weight (tons)

Area VI weight (tons)

Area VI value (£000s)

Area VI value (£000s)

Area VI value (£000s)

All areas weight (tons)

All areas weight (tons)

All areas weight (tons)

All areas value (£000s)

All areas value (£000s)

All areas value (£000s)

125742.0

16508.0

18721.0

115839.0

4257.0

32612.0

144875.0

21903.0

22663.0

131041.0

4831.0

39984.0

47724.0

74652.0

25943.0

35171.0

15440.0

46340.0

195370.0

107047.0

54265.0

168329.0

21444.0

88901.0

Demersal

Pelagic

shellfish

ICES area

Northern North Sea IV a

Total North Sea IV

Total W Scotland VI a/VI b

Total

All areas

Demersal

Pelagic

Shellfish

Area IV a weight (tons)

Area Iva value (£000s)

Area IV weight (tons)

Area IV value (£000s)

Area VI weight (tons)

Area VI value (£000s)

All areas weight (tons)

All areas value (£000s)

Demersal

Pelagic

Shellfish

IVa

North Sea

VI

Total

Demersal

115839.0

131041.0

35171.0

168329.0

Pelagic

4257.0

4831.0

15440.0

21444.0

Shellfish

32612.0

39984.0

46340.0

88901.0

ICES area

Northern North Sea IV a

Total North Sea IV

Total W Scotland VI a/VI b

Totalall areas

Demersal

Pelagic

Shellfish

IVa

North Sea

VI

Total

Demersal

Pelagic

Shellfish


